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Abstract— Snake robots, comprised of sequentially connected
joint actuators, have recently gained increasing attention in
the industrial field, like life detection in narrow space. Such
robots can navigate through the complex environment via
the cooperation of multiple motors located on the backbone.
However, controlling the robots in an unknown environment is
challenging, and conventional control strategies can be energy
inefficient or even fail to navigate to the destination. In this
work, a snake locomotion gait policy is developed via deep
reinforcement learning (DRL) for energy-efficient control. We
apply proximal policy optimization (PPO) to each joint motor
parameterized by angular velocity and the DRL agent learns the
standard serpenoid curve at each timestep. The robot simulator
and task environment are built upon PyBullet. Comparing to
conventional control strategies, the snake robots controlled by
the trained PPO agent can achieve faster movement and more
energy-efficient locomotion gait. This work demonstrates that
DRL provides an energy-efficient solution for robot control.

I. INTRODUCTION

Snake robot, inspired by the natural movement of snakes,
has gained increasing attention in field robot domain. Differ-
ent from traditional wheeled robots, snake robots, motored
by multiple joint actuators, have more degrees of freedom.
This enables them to move freely in the narrow environment,
which provides great potential in life searching and rescuing
[1] [2] [3] [4]. The earliest research on modeling and
actuating snake robots start in 1946 when Gary explicitly
describes the mechanism of the snake robots [5]. Recent
studies have formulated three major types of gaits for
snake robots: lateral undulation, concertina locomotion, and
sidewinding. Concertina locomotion [6] is a cylindrical gait
enabling snake robots to perform spatial motion around the
cylinder. Sidewinding is a complex model that combines the
horizontal and vertical body wave [7], thus giving the robots
the ability to climb. The most common one is to describe
continuous lateral undulation as serpenoid curve developed
by Hirose [8]. Each joint is exerted sinusoidal bending and
it propagates along the joints with a certain phase offset.
Such mathematical equation sufficiently depicts the natural
forward motion of snakes. However, all the models require
complicated and tedious hand-tuned parameters to actuate the
robots. The empirical tuning process can be more challenging
and energy-consuming when the robot is working in a com-
plicated or even unknown environment. In recent years, the
development of reinforcement learning algorithms combined

with deep neural networks introduces a framework that can
achieve robust, accurate, and efficient control [9]. The trained
model can even surpass the performance of a human. By
motoring the actions of a real human playing Atari games,
researchers find that it outperforms all previous approaches
on six of the games and surpasses a human expert on three
of them [10].

As for robot control, instead of using hand-tuning param-
eters, RL agents are capable of determining the best action
options by themselves. Our contributions are summarized
as follows. First, based on implementing DRL algorithms,
we use simulation environments specifically PyBullet [11]
to design a snake robot comprising step motors to test
the performance of DRL designed controlling policy. By
adding blocks to the environment and specifying the joints
and links, we can create a customized robot same to the
imported URDF model. The RL algorithms are carried out
by Stable Baselines which are compatible with the current
physics engine and are capable of implementing multiple
RL algorithms based on OpenAI baselines [12]. The red
circle represents the center of mass for each module and
they are linked mechanically through the joints. The position
and velocity of each joint can be obtained for estimating
the current state of the robot. We then add torque on the
joints sequentially to mimic the crawling behavior of the
real snake as shown in Fig.1. The number of the joints are
chosen to meet task requirement. Second, we implemented
two RL algorithms to obtain observations and rewards from
this simulation environment and apply actions to the robot
based on the model predictions. Third, we designed a reward
function, structure of the policy network, and the stopping
criterion to achieve energy-efficient motion. They are tuned
to lower the training time and precise action predictions.

Overall, our results indicate 7.5% faster speed and 38%
less energy consumed for each joint compared to the equation
controller. Those results show that RL agents can carry out
robot controlling by iterative training. The coupling of the
simulation environment and RL algorithms enables users
to easily develop control policies without design complex
equations for every joint. Our simulated robot can also be a
useful testing ground for various control strategies.
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Fig. 1. The structure of the snake robot

II. RELATED WORK

Snake robots can perform complicated motion gaits
by controlling multiple motors simultaneously. Researchers
have been working on the implementation of deep rein-
forcement learning on adaptive and energy-efficient control
[13] [14] [15]. To safely operate the robot in diverse ter-
rain conditions, they have to manually design and optimize
the parameters of the functions to control the motors. At
first, researchers designed the parameterized and scripted
locomotion gaits to control the robot in a relatively simple
function [16]. However, designing such a locomotion gait
requires expensive objective function evaluations and time-
consuming subsequent experiments. To optimize open-loop
gaits parameters for snake robots, another implementation
based on the response surface methodology is proposed [17]
but it still incapable of reducing energy efficiency.

A few more studies focus on energy saving by applying
machine learning to automate the parameter search. An
evolutionary algorithm was adapted to learn high-quality
walks. The results achieved 20% improvement over best
hand-tuned walks [18]. To lower the computational cost,
one group of competition teams used Powell’s minimization
method in automatic direction search and achieved 6% faster
than the previous had optimized gaits [19] [20] [21].

Those controlling policies integrating machine learning
algorithms in controlling the robot give a better performance
than hand-tuned function. However, those algorithms do not
take advantage of the previous learning experience and it
usually converges to local optima. To better investigate the
impact of prior knowledge on the current decision, Lizotte
presented a Bayesian approach based on Gaussian process re-
gression which addressed the expensive gait evaluations [22].
The analysis of Bayesian optimization in different configura-
tions was also conducted and showed promising results [23].
Recent researches tried to implement reinforcement learning
in robot control without knowing the accurate model and

Fig. 2. Flowchart of the RL training

prior knowledge of the environment [24]. More importantly,
researchers find that RL based algorithms can facilitate the
control of bio-inspired robots with consisting of high DOF
such as Hexapod Robot [25] [26] [27],quad-rotor drone [28]
[29] [30], bipedal robot [31] [32] [33]. As more advanced
algorithms are developed, the agents can control the robot
to handle complicated tasks [34] [35]. Using hierarchical
deep reinforcement learning, Peng indicated that DRL is
capable of navigating through static or dynamic obstacles
[36]. Moreover, by conducting real-world experiments with
DRL, Petar [37] achieved a significant 18% reduction in the
electric energy consumption and some of the models can
even be adapted to learn robust control policies capable of
imitating a broad range of example motion clips [38]. In this
work, our model takes the advantage of DRL and applies it
to learn snake locomotion gaits in a simulated environment.

III. METHOD

In this work, we applied proximal policy optimization
(PPO) in the simulation to learn the gait. PPO is a policy
gradient method that will optimize the ”surrogate” objective
function using stochastic gradient descent (SGD). Comparing
to trust region policy optimization (TRPO), we choose PPO
because it makes sure the policy does not go far from
the old policy by clipping the probability ratio. First, we
initialize the weights and parameters of RL agents. During
the training process, the robot gives its current state and
reward to RL agents. The agent will apply the next actions
to the robot from its policy network and adjust weights
based on the rewards. After the agent is trained, a complete
simulation is performed and the trajectory is recorded for
each timestep until the robot reaches the goal. The flowchart
for the overall training is shown in Fig.2. In the real world,
the robot should have modulated joints that can give the
robot capabilities suiting various tasks. To better discover
which number of the joints are the most energy-efficient. The
separated simulations are conducted based on the different
joints of the robot. The energy consumption per joint will be
recorded throughout the training to find the optimum joints
suitable for the snake robot.



A. Proximal Policy Optimization (PPO)

The main idea of PPO is to add a constraint to a surrogate
objective function and using SGD to update the policy. PPO
falls into the category of policy gradient algorithm, which
uses the gradient method to directly update the policy rather
than updating from the value function. The gradient estimator
is given in Eq. 1

ĝ = Ê[∇θlogπθ(at|st, θ)Ât] (1)

where πθ is a stochastic policy at each timestep t, and Ât is
the advantage estimates. The clipped surrogate objective in
PPO is an alternative for the KL constraint in TRPO [39],
which is defined in Eq. 2:

LCLIP (θ) = Êt[min(rt(θ)Ât, clip(rt(θ), 1− ε, 1 + ε)Ât)]
(2)

where the probability ratio rt(θ) is in Eq. 3:

rt(θ) =
πθ(at|st)
πold(at|st)

(3)

Ât is the estimated advantage funtion at timestep t. And it
is expressed in Eq. 4

Ât =

∞∑
k=0

γkRt+k+1 − Vt. (4)

If Ât is positive, it means the actions agent took is better
than expected, so the policy gradient will be positive and
increase the probability of the actions. Then we use ε to
prevent the gradient update rt(θ) from moving out of the
interval (1− ε, 1 + ε).

B. Snake Robot Simulator

Fig. 3. The snake robot simulator in PyBullet simulation environment.
The left green object is the cylindrical target placed in front of the robot.
The coordinate of the target is [0,-10]. For the right side is the snake robot
and it generates serpenoid curve for each joint to propel the robot moving
forward.

We construct the snake robot model with 17 joints and
each joint links with two spheres that can rotate along the
z-axis plane. To simulate the real ground, the anisotropic
friction is set to [1, 0,01, 0.01]. After applying standard
gravitational force to the robot, the snake robot can move
toward the target by rotating the joints. To simplify the
model, the model starts from the function in Eq. 5 to control
the joint.

θi(t) = A sin(ωt− (i− 1)φ) (5)

The joint angle of the ith joint along the x-axis is the sin
wave with −(i−1)φ offset. A is the amplitude that controls
the maximum moving range for each timestep t. ω is the

TABLE I
OBSERVATION SPACE IN SNAKE ROBOT ENVIRONMENT

Dimension Observation Description

0 the Cartesian X coordinate of front head position on the
surface

1 the Cartesian Y coordinate of front head position on the
surface

2 the sin value of front head orientation angle

3 the cosine value of front head orientation angle

4 the Cartesian X coordinate of centroid on the surface

5 the Cartesian Y coordinate of centroid on the surface

6 the sin value of centroid orientation angle

7 the cosine value of centroid orientation angle

8 the velocity value of centroid

movement speed of the joint and it determines the frequency
of the movement. In this model, each timestep is 1/30
second. In PyBullet environment, we choose position control
to motors with fixed force 10 N . Our learning objective is to
let the agent take different values for ω and learn from the
experience. Notice that there is no subscript in ω meaning all
joints have the same moving speed. For the general structure
of our reinforcement learning model. The action space in this
work is the moving speed of the robot. As shown in Table I,
the observation space consists of three major parts including
position, orientation, and velocity. After the agent receives
the observations, it will pick an action for the next timestep.

To make sure the policy updates toward minimum energy
consumption while maintaining pure forward motion, the
reward function is designed based on both the velocity and
position of the snake robot. The reward function for the snake
robot environment is expressed in Eq.6.

Rreward = max(Xdistance, 0) + vvelocity − 1 (6)

Xdistance is the distance traveled from timestep t − 1 to t.
vvelocity is the forward velocity of the centroid. If the snake
robot reaches the goal, the reward is set to 100. Any other
state in which the robot is in will have a constant penalty
of -1. In each episode, the robot and target will be reset
to a fixed position, then the position to target and velocity
are calculated. If the robot moves backward, the difference
between two consecutive distances as well as velocity is a
negative value. The first term in reward will be zero and the
total reward is negative. The energy efficiency for individual
joints can be calculated by integrating the trajectory over
time and divided by the total time elapsed. An individual
joint will consume the energy shown in Eq.7. For k joints, the
total energy efficiency q per timestep t is the multiplication
of each joint’s angular velocity φ̇i and torque τ from 0 to
T divided by total time T . In this equation, noticing that
each joint will have its unique motion pattern during the
simulation meaning the angular velocity of each joint will
be different.

qk =
1

T

∫ T

0

τkφ̇k dt (7)



TABLE II
PPO HYPERPARAMETERS FOR SNAKE ROBOT SIMULATION

Hyperparameter Value

Total timesteps 2e4
Discount factor(γ) 0.95

Clip range (ε) 0.2
GAE (λ) 0.95

VF coefficient 0.5
Number of epoch 20

Batch size 5e4
Learning rate (Adam) 0.0002

TABLE III
TRPO HYPERPARAMETERS FOR SNAKE ROBOT SIMULATION

Hyperparameter Value

Total timesteps 2e4
Timestep per batch 2e3
Discount factor(γ) 0.99

GAE (λ) 0.98
KL loss threshold 0.01
Number of epoch 20

However, this will not be able to tell the system behavior
since every joint will have unique movement. One of the
ways to evaluate the performance of the RL-controlled robot
is to obtain the total energy consumed per timestep. To ac-
count for the total energy consumed during the simulation. In
this work, the energy consumption is calculated by summing
the individual joint’s trajectory and divided by total timesteps
after reaching the goal. The way to compare the energy
efficiency for two gaits is shown in Eq.8

q =

k∑
i=0

qk (8)

For PPO architecture, the hyperparameters we used for the
agent are hand-tuned to achieve faster results. They are
shown in Table II.

We also trained a TRPO agent for comparison, the struc-
ture of actor and critic is the same as PPO with minor
changes in hyperparameters. The hyperparameters for TRPO
are listed in Table III.

Since PPO and TRPO both use the Actor-Critic method.
the agent needs two function approximators to estimate the
value and policy function. Considering the action space is
continuous, the network architectures are designed to have
three hide layers. The Architecture of the actor and critic are
given in Table IV and V.

IV. RESULTS

Comparison of PPO and TRPO with a fixed number of
joints. In this work, we fix the target at 10 meters in front
of the snake head and give a large penalty if the snake’s
centroid derives from forwarding motion. After setting up the
environment, we find both the PPO and TRPO have success-
fully optimized the gait while maintaining forward motion.

TABLE IV
THE ARCHITECTURE OF THE ACTOR

Layer number of nodes Activation

Fully connected 100 Tanh
Fully connected 50 Tanh
Fully connected 25 Tanh

Output 9 (dimension of the action space) Tanh

TABLE V
THE ARCHITECTURE OF THE CRITIC

Layer number of nodes Activation

Fully connected 100 Tanh
Fully connected 50 Tanh
Fully connected 25 Tanh

Output 1 Linear

To evaluate the training results, the cumulative reward plots
are generated. In Fig.4, We compare the learned gait with
standard serpenoid control policy. Based on the model, other
joints will follow the same pattern with a different phase
shift. Then we can calculate the energy consumption and
crawling velocity after reaching the target position.

Fig. 4. Trajectories of PPO gait and normal control gait

For learned gait in the blue line, the trajectories of the
joints follow a similar sinusoidal wave forming a lateral
undulation on the robot’s backbone. Based on the two gaits
comparison in Fig.4, the energy efficiency can be calculated
using Eq.8. In the above graph, the snake robot controlled by
the PPO agent takes 28.2 seconds, whereas normal control
spends 33 seconds to arrive. During the simulation, each
timestep is 1/30 second. We found the energy consumed by
learned gait is 0.152 W and the hand-tuned control consumes
0.247 W . With the same force applied to each joint, the robot
using learned gait has more energy efficient than normal
control. Considering the time used for a different controller
is different, the velocity of the learned snake robot is 0.35
m/s which is faster than the standard policy of 0.3 m/s.
Based on the observation of the robot, the PPO agent in this
simulation is proved to perform more efficiently than the
equation controller.

To make a comparison with PPO, we designed a TRPO
agent to control the snake robot under the same environmen-
tal condition as shown in Fig.5.

Initially, the agent can follow the moving pattern. Com-
pared to the normal control trajectory, the agent accelerates



Fig. 5. Trajectories of TRPO gait and normal control gait

oscillation frequency as the simulation runs forward. The
robot controlled by the TRPO agent takes 26 seconds. After
integrating the area under the TRPO controlled trajectory
and divided over time, the energy consumed is 0.201 W .
Compared to PPO, even TRPO agent uses less time to
reach the target position, it consumes more energy for each
timestep.

To evaluate the training success, the accumulated reward
after each episode during the training process is monitored
and recorded.

Fig. 6. Accumulative reward versus timestep for PPO agent

Fig. 7. Accumulative reward versus timestep for TRPO agent

As shown in Fig.6 and Fig.7, The total timesteps used for
training PPO agent is 145000 and 100000 for TRPO agent.
For TRPO and PPO agents, ten trials were conducted and
their average reward versus timesteps are recorded in the
red line. The shaded blue areas are the standard deviation
during the training process. Noticing that more data points
are recorded over time, the snake robot moves faster than in
the previous episode. In the initial phase, the robot will take
more time to wander around finding the way to reach the
goal, which means fewer data points are recorded at first.
As the training continues, the robot will spend less time
approaching the goal and more data points will be recorded.
Both DRL agents progressively approach 100 which is the

Fig. 8. Power consumption with varied number of joints

reward value if the robot reaches the designed position.
Compared to PPO, the TRPO agent takes less time but it
can get results worse than the previous episode. PPO agent
gives more consistent simulation results during the training.

Comparison of energy consumption per joint with the
varied number of joints. The number of the joint will affect
the geometric shape of the robot as well as its physical
properties. To determine the optimum number of locomotion
joints, we use a PPO controller to let the robot run various
motion modules while maintaining the same environment.
The RL agents will try to optimize the control policy with
the different number of locomotion joints. To evaluate the
overall performance of the robot, the individual joint power
will be recorded using Eq.7. Then, the average energy will
be calculated by summing all individual power and take the
average of it as shown in Eq.9.

qaverage =
1

K

k∑
i=0

qk (9)

We start from 5 joints to 18 joints and conduct separated
training for each trail. Fig.8 shows the results of how the
joints will affect the general energy consumption of the
robot. The blue line is the average power from equation
controller which is the same throughout the trials. The red
line is the average power from RL controller specifically PPO
controller. The hand-tuned controller will generally have less
energy efficiency according to the figure. Moreover, since the
equation has the same control policy for different structures
of the robot, the general energy consumption remains at the
same level of performance. Comparing with the equation
controller, we find that the PPO controller has a more flexible
control over the robot and it has maximum energy efficiency
when the robot has 10 joints.

V. CONCLUSION

In this work, we develop an energy-efficient gait for snake
robots based on deep reinforcement learning algorithms,
specifically PPO and TRPO. Comparing both algorithms, we
believe PPO gives more consistent and energy-efficient re-
sults. The learned gait is shown to achieve more sophisticated
control than the existing equation controller while lowering
energy consumption. The cumulative reward plot verifies the
training converges after 100000 timesteps.

The robot controlled by DRL trained agent has energy con-
sumption lowered by 38%, and crawling velocity increased



by 7.5%, comparing to conventional control strategies. The
snake robot model built upon the gym environment, can serve
as a benchmark for various DRL algorithms and allow people
to customize the interaction with the environment. Currently,
the robot only moves 10 meters in the simulation, the overall
energy saving will be viable when putting it in longer trials.
Our future work will include expanding the action space so
that agents can obtain more control over the robot to achieve
a better control policy.
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